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Image composition with color harmonization
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Image matting and color transfer are combined to achieve image composition. Firstly, digital matting is
used to pull out the region of interest. Secondly, taking color harmonization into account, color transfer
techniques are introduced in pasting the region onto the target image. Experimental results show that the
proposed approach generates visually pleasing composite images.
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The technology of image composition allows various im-
age elements to be mixed in a new image. Producing
a realistic composite image is widely considered to be
very important for computer graphics applications. In
general, image composition process consists of two steps.
First, the region of interest is extracted from a foreground
image. Second, the region is pasted onto a background
image (target image) seamlessly, without bringing any
visual artifacts. The difficulty of the first step lies in
extracting the concerned object as accurately as possi-
ble from an arbitrary image, while consuming minimal
time/interaction of user. In the second step, the lu-
minance and color of the concerned object have to be
changed probably according to the background image.

Several image segmentation and composition algo-
rithms capable of producing high-quality results have
been developed in computer vision community[1−5]. In-
telligent scissors was used to search the object boundary
between user clicks by finding the shortest path on a
weighted graph[1]. Then the extracted objects could be
scaled and rotated, and then composited directly with
a background image. Bayesian estimation was applied
for automatic image segmentation[2]. Grabcut provided
a foreground object segmentation solution via graph cut,
and pasted the object onto a background with a similar
way as intelligent scissors[3]. Grabcut and Poisson im-
age editing[6] were combined together and improved in
drag-and-drop pasting[4] method to achieve robust and
visually pleasing results. A hybrid algorithm[5] based on
seeded region growing and k-means clustering was pro-
posed to improve image object segmentation result.

Generally, the methods mentioned above have two
shortcomings. Firstly, these methods extract foreground
objects in a “hard” manner[1−3,5], which means that a
pixel is labeled to be either foreground or background.
However, values of pixels on a foreground object border
vary gradually from the object to background and the
translucent areas might exist, due to which a single pixel
may be a combination of foreground and background.
Therefore “hard” labeling here is incorrect. The technol-
ogy of digital image matting[7,8], which is used to esti-
mate an opacity (alpha) value for each pixel as well as
the foreground color, is introduced in this letter to fix
this problem.

Secondly, composition of extracted objects with back-
ground image draws less attention to researchers than
segmentation in the first step. In some previous work, the
object was just pasted onto target image directly without
adjusting its chroma and intensity[1,9]. This method is
prone to producing visually inauthentic images with ob-
vious artificial areas, as a result of different lighting envi-
ronment applying on foreground and background, respec-
tively. Sometimes experienced artists can manually tune
parameters to harmonize the result image. But that is
really complicated and automating the painstaking pro-
cess would be very profitable. Poisson method is used
to merge the foreground and background in drag-and-
drop pasting. But it changes foreground color in an un-
controllable manner, and produces unacceptable results
sometimes. Color transfer is the process of adjusting an
image’s color to consist with that of another image[10,11],
which is applied in many fields[12,13]. Natural shadow
matting uses color transfer to remove shadow in digi-
tal images[13]. It changes the color characteristics of the
pixels in the shadow to accord with the ones around the
shadow. Inspired by this, we apply color transfer to solve
the color harmonization problem between foreground ob-
jects and background. The color of extracted object is
transferred according to the background color.

As mentioned above, in this letter, digital matting and
color transfer are combined to form a complete composi-
tion system. Specifically, Bayesian matting[7], one of the
digital matting approaches, is introduced here to “softly”
extract the object of interest from a foreground image,
and then to paste the object onto a background image.
At the same time, Neumann’s color transfer method[8] is
applied to harmonize the color of foreground object and
background. Both two parts are briefly described in the
following two paragraphs, respectively.

Bayesian matting is one of the early methods that can
produce high-quality results in many cases. An image
can be represented by the compositing equation:

Ci = αF i + (1− α)Bi, (1)

where i = 1, 2, 3 represent three channels of the image,
Ci, Fi, and Bi are the pixel’s composite, foreground, and
background colors, respectively, and α is the pixel’s opac-
ity component used to linearly blend between foreground

1671-7694/2009/060483-03 c© 2009 Chinese Optics Letters



484 CHINESE OPTICS LETTERS / Vol. 7, No. 6 / June 10, 2009

and background. The problem is under-constrained since
Fi, Bi, and α are all unknown. The Bayesian mat-
ting assumes that the input image has already been seg-
mented into three regions: “background”, “foreground”,
and “unknown”, while foreground and background re-
gions have been delineated manually and conservatively,
generating a trimap. For each pixel in the unknown re-
gion, Bayesian matting builds the color probability dis-
tribution using the known and previously estimated fore-
ground and background colors within the pixel’s neigh-
borhood. Maximum a posterior (MAP) estimation is
then used to calculate Fi, Bi, and α. After every α value
of each pixel in the image is computed, the object of in-
terest is extracted softly.

Neumann’s method transfers the color characteristic of
a style image into a target image[10]. This technique uses
a permissive, or optionally strict, three-dimensional (3D)
histogram matching, which is similar to the sequential
chain of conditional probability density functions. Given
two 3D histograms, (1)Pp(x, y, z) for a style image and
(2)Pp(x, y, z) for a target image, Neumann’s method de-
duces them to a sequence one-dimensional (1D) ones by

(i)p1(a) =(i) Pp(x = a),
(i)p2

a(b) =(i) Pp(y = b | x = a),
(i)p3

a,b(c) =(i) Pp(z = c | y = b & x = a),
(2)

where i = 1, 2. And then 1D histogram match method[14]

can be applied on these 1D histograms which is formu-
lated as

x → T (x) = min
t

((1)F (t) ≥(2) F (x)), (3)

where T is the transformation function needed to be
calculated out, (1)F (t) and (2)F (t) are the cumulative
histograms of the deduced 1D histograms of source im-
age and style image, respectively.

In our approach, the foreground extracted object is
treated as the target image and the background as the
style image. Then the color harmonization problem can
be solved via Neumann’s method. HSV color space is
used here to adapt the perceptual attributes. Further-
more, transfer on luminance or chroma channel is op-
tional in HSV color space. The most common cases are
to change the luminance of the foreground object with
respect to the background. Under this condition, it is
enough to perform hue-preservation color transfer, which
only transfers the luminance channel while preserving
the original hue channel. In a more complicated case,
the background differs with the foreground object not
only in luminance, but also in their chroma pattern. To
such kinds of compositing problems, the complete color
transfer on all three channels is needed.

HSV color space is a 3D cylindrical coordinate system,
of which the hue channel is a periodic angle function
whose period is 360◦. Therefore, only a slight varia-
tion exists between hue values at 0◦ and 359◦. If we
transfer the hue channel by using Eq. (3) in the same
way as S and V channels, colors at 0◦ and 359◦ would
probably be mapped to totally different ones, thus los-
ing its continuity. We solve this problem by introducing
circular histogram-thresholding technique[15], which can
find a optimal threshold repeatedly to divide the cir-
cular histogram in a linear histogram. After doing the

circular histogram-thresholding on the hue channel, the
histogram match can be applied according to Neumann’s
method.

Several groups of images, including natural ones and
artistic works, are collected to evaluate the perfor-
mance of the proposed image composition approach.
When compositing natural images, the luminance chan-
nel transfer is usually enough. If there is a kind of
color style in the background image, for example artistic

Fig. 1. Results of car and shadow, the simplest case of natu-
ral image composition. (a) Car, the foreground; (b) shadow
of a building, the background; (c) result of direct paste; (d)
result of Poisson editing; (e) result of the proposed method.

Fig. 2. Results of plants and forest. (a) Plant, the fore-
ground; (b) forest, the background; (c) result of direct paste;
(d) result of Poisson editing; (e) result of proposed method.

Fig. 3. Results of conch and sea, the art work example. (a)
Conch, the foreground; (b) sea, the background; (c) result of
direct paste; (d) result of Poisson editing; (e) result of pro-
posed method.
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works, however, the hue and saturation as well as lumi-
nance must be transferred. Thus the strict-optional 3D
histogram match based color transfer is selected to fulfill
the work of color harmonization.

Figures 1−3 show three result groups of image com-
positions considering color harmonization individually.
Figure 1 shows a car in the sun to be composited in a
shadow, which demonstrates the simplest case of hue-
preservation composition. The result of direct paste
exhibits obvious artifacts, as the car in the shadow of
the building appears too bright. Poisson editing changes
the luminance of the car at a certain degree, but the
result is not satisfactory. Our method produces a rea-
sonable luminance for this car in the shadow. In Fig.
2, the greenish plants are composited with the forest in
autumn, and its color has to be changed to an “autumn
color”. The results of direct paste and Poisson edit-
ing are not convincing since the plants should be yellow
in autumn. Our method extracts the plant from the
foreground and then transfers the color style of forest
in autumn to the plants. In Fig. 3, the big conch is
composited with a sea image. In order to preserve the
bluish style of the background (sea), and to preserve the
affect of the shadow of the iceberg, both the color and
the luminance of the conch should be transferred.

In conclusion, a novel digital image composition ap-
proach with color harmonization is proposed. This
method consists of two parts: image matting and color
transfer. Image matting is used to extract foreground
objects, while color transfer is applied to make the fore-
ground objects and the background share the same color
characteristic. The proposed method is somewhat re-
stricted by the abilities of matting and color transfer
techniques. The matting methods nowadays cannot ex-
tract an object exactly from a complex natural image.
Today, the color transfer approaches would lead to un-
acceptable results sometimes.

In the future, we hope to develop better matting and
color transfer algorithms to produce more visually pleas-
ing results even under worse conditions. We would also

like to introduce the concept of image quality to this
image composition system. Sometimes the differences
between the foreground object and the background do
not just exist in color style, but also in blur, contrast,
texture component, and so on. This work will be ex-
tended to these aspects.
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